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For instance, there are many important questions regarding neural networks
which are largely unanswered. There seem to be conflicting stories regarding the

following issues:

m Why don’t heavily parameterized neural networks overfit the data?

m What is the effective number of parameters?
m Why doesn’t backpropagation head for a poor local minima?
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